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Abstract

Tandem mass spectrometry (MS/MS) is the cornerstone of metabolite identification, yet
a substantial fraction of fragment peaks in experimental spectra remain unexplained by
established fragmentation rules. We hypothesized that these “anomalous” peaks follow con-
sistent but undocumented chemical rules—the “dark matter” of gas-phase ion chemistry. To
systematically discover these hidden patterns, we developed a computational pipeline inte-
grating spectral database mining, combinatorial fragmentation simulation, and statistical
association rule mining. Analyzing 1,267 high-quality MS/MS spectra from the GNPS NIH
Natural Products Library, we performed RDKit-based bond cleavage simulations to map
51,241 theoretical fragments to 6,381 experimental peaks. Using Fisher’s exact test with
Benjamini-Hochberg false discovery rate (FDR) correction, we identified 1,541 statisti-
cally significant fragmentation rules (Q < 0.05, odds ratio > 3.0) associating molecular
substructures (MACCS Keys) with specific neutral losses. These rules span 96 unique sub-
structures and 136 distinct neutral losses, with confidence values ranging from 1.7% to 92.9%
and enrichment factors (lift) up to 52.8×. Network analysis using the Louvain community
detection algorithm revealed nine distinct “fragmentation families” (modularity = 0.486),
suggesting mechanistically related fragmentation pathways. Validation on held-out spectra
demonstrated a 127% improvement in F1-score for fragment prediction compared to baseline
models. We present the FragmentationRulePredictor, an open-source tool that applies
these discovered rules to predict neutral losses for novel compounds, enabling improved spec-
tral annotation and structure elucidation. This work establishes a data-driven framework
for codifying the empirical chemistry that textbooks do not cover.

Keywords: tandem mass spectrometry, fragmentation rules, neutral loss, association rule
mining, molecular networking, metabolomics, cheminformatics, GNPS, MassBank
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1 Introduction

1.1 The Challenge of “Dark Matter” in MS/MS Spectra

Tandem mass spectrometry (MS/MS) has become an indispensable tool for metabolite identifica-
tion and structure elucidation in metabolomics, natural products research, and pharmaceutical
development (Wang et al., 2016; Horai et al., 2010). The fundamental principle underlying
spectral interpretation is that molecules fragment in predictable ways during collision-induced
dissociation (CID), producing characteristic patterns of neutral losses and product ions (McLaf-
ferty and Tureček, 1993). These fragmentation “rules”—such as the loss of 18 Da (H2O) from
hydroxyl groups or 28 Da (CO) from carbonyl moieties—form the foundation of computational
tools like MetFrag (Ruttkies et al., 2016), MAGMa (Ridder et al., 2014), and SIRIUS (Dührkop
et al., 2019).

However, a persistent challenge in computational metabolomics is that a substantial frac-
tion of experimental fragment peaks remain unexplained by established fragmentation rules.
Studies have shown that even state-of-the-art prediction tools like CFM-ID achieve less than
10% spectral intensity explanation for many compound classes, particularly those containing
complex heterocyclic systems and rearrangement-prone functionalities (Allen et al., 2024). This
unexplained spectral content represents what we term the “dark matter” of MS/MS—peaks that
are reproducible and structurally informative but are not captured by canonical fragmentation
pathways.

1.2 Limitations of Current Fragmentation Knowledge

Classical fragmentation rules, as codified in seminal references (McLafferty and Tureček, 1993),
were derived primarily from electron ionization (EI) mass spectrometry of small organic molecules.
These rules emphasize simple bond cleavages and well-characterized rearrangements (e.g., McLaf-
ferty rearrangement, retro-Diels-Alder). While invaluable, this knowledge base has significant
limitations:

1. Compound class bias: Rules were developed primarily for hydrocarbons, alcohols, and
simple aromatic compounds, underrepresenting complex natural products, glycosides, and
heteroatom-rich structures.

2. Ionization mode specificity: Most classical rules apply to EI conditions; electrospray
ionization (ESI) and atmospheric pressure chemical ionization (APCI) produce different
fragmentation behaviors that are less systematically documented.

3. Combinatorial complexity: Complex molecules with multiple functional groups can
undergo multi-step rearrangements and losses that are difficult to predict from first prin-
ciples.

4. Instrument dependence: Fragmentation patterns vary with collision energy, cell geom-
etry, and activation method, making generalization challenging (Allen et al., 2024).

Recent machine learning approaches have attempted to address these limitations by learning
fragmentation patterns directly from data (Allen et al., 2023; Das et al., 2023; Zampieri et al.,
2024). Graph neural networks and transformer-based models can predict spectra with increasing
accuracy, but often function as “black boxes” that do not reveal interpretable chemical rules
(Nguyen, 2023). There remains a need for systematic, data-driven discovery of fragmentation
rules that are both statistically validated and chemically interpretable.
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1.3 Hypothesis and Research Objectives

We hypothesize that many “unexplained” peaks in MS/MS spectral matching failures actually
follow consistent fragmentation rules that have simply not been codified—meaning these spectra
are not anomalous but rather follow undiscovered chemistry. To test this hypothesis, we devel-
oped a computational pipeline to systematically mine structure-spectrum relationships across
large public spectral databases, aiming to reveal the “dark rules” of gas-phase ion chemistry.

Our specific objectives were:

1. Data acquisition: Obtain a diverse set of high-quality MS/MS spectra with confirmed
structure annotations from public repositories (GNPS, MassBank).

2. Fragmentation simulation: Implement rigorous combinatorial bond-breaking algorithms
to map experimental peaks to specific structural origins.

3. Statistical discovery: Apply association rule mining with multiple testing correction to
identify statistically significant substructure-loss associations.

4. Network analysis: Construct and analyze networks of fragmentation relationships to
reveal higher-order patterns and fragmentation “families.”

5. Validation and application: Validate discovered rules on held-out data and develop a
prediction tool for practical application.

2 Methods

2.1 Computational Pipeline Overview

We developed a six-stage computational pipeline for systematic fragmentation rule discovery
(Figure 1). The pipeline integrates spectral database mining, cheminformatics-based fragmen-
tation simulation, statistical pattern mining, and network analysis. All analyses were performed
using Python 3.11 with RDKit 2023.09, matchms 0.24, NetworkX 3.2, and SciPy 1.11.
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Figure 1: Computational pipeline for fragmentation rule discovery. The workflow com-
prises six stages: (1) Data Acquisition from GNPS/MassBank spectral databases, (2) Fragmen-
tation Simulation using RDKit-based combinatorial bond breaking, (3) Statistical Mining via
Fisher’s exact test with FDR correction, (4) Rule Discovery identifying significant substructure-
loss associations, (5) Network Analysis revealing fragmentation families through community de-
tection, and (6) Prediction Tool development for applying discovered rules to novel compounds.

2.2 Data Acquisition and Quality Control

2.2.1 Spectral Database Sources

We obtained MS/MS reference spectra from the Global Natural Products Social Molecular
Networking (GNPS) platform (Wang et al., 2016), specifically the NIH Natural Products Library
subset. This collection was chosen for its diversity of natural product scaffolds and high-quality
structure annotations verified by the NIH compound library.

2.2.2 Quality Filtering Criteria

Raw spectral data were processed using the matchms library (Huber et al., 2020) with the
following quality filters:

• Structure annotation: Valid SMILES or InChI string required; structures were canoni-
calized using RDKit.

• Minimum peaks: Spectra with fewer than 5 fragment peaks were excluded.

• Metadata completeness: Precursor m/z and parent mass annotations required.

• Intensity normalization: Peak intensities were normalized to a maximum of 1000.

After quality filtering, 1,267 spectra remained for analysis, representing diverse natural
product classes including alkaloids, flavonoids, terpenoids, polyketides, and lipids.
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2.3 Combinatorial Fragmentation Simulation

2.3.1 Bond Cleavage Algorithm

For each precursor structure, we implemented a combinatorial bond-breaking algorithm using
RDKit (Landrum, 2006). The algorithm systematically generates theoretical fragments by:

1. Bond enumeration: Identify all single bonds eligible for cleavage (excluding aromatic
bonds and bonds in small rings < 5 atoms).

2. Single-bond cleavage: Generate all possible fragments from cleaving one bond.

3. Double-bond cleavage: For depth-2 fragmentation, generate fragments from cleaving
two bonds sequentially.

4. Fragment validation: Filter fragments by minimum size (≥ 2 heavy atoms) and chemical
validity.

2.3.2 Peak Matching

Theoretical fragment masses were matched to experimental peaks using a dual-tolerance ap-
proach:

|∆m| < max(0.01Da, 20 ppm ×m) (1)

where ∆m is the mass difference between theoretical and experimental values, and m is the
experimental peak mass. Ionization was assumed to be [M+H]+ mode.

2.3.3 Neutral Loss Calculation

For each matched fragment, the neutral loss was calculated as:

Neutral Loss = mprecursor −mfragment (2)

Neutral losses were binned into 0.02 Da intervals to account for mass measurement uncer-
tainty.

2.4 Statistical Association Rule Mining

2.4.1 Feature Extraction

Molecular substructures were encoded using MACCS Keys (166-bit structural fingerprints) (Du-
rant et al., 2002), which represent the presence or absence of predefined chemical patterns in-
cluding functional groups, ring systems, and atom arrangements.

2.4.2 Contingency Table Construction

For each substructure-loss pair, a 2×2 contingency table was constructed:

Loss Observed Loss Not Observed

Feature Present a b
Feature Absent c d
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2.4.3 Statistical Testing

Fisher’s exact test (Fisher, 1922) was applied to each contingency table to assess the significance
of association:

p =

(
a+b
a

)(
c+d
c

)(
n

a+c

) (3)

To handle zero cells, Haldane-Anscombe correction was applied by adding 0.5 to each cell.

2.4.4 Multiple Testing Correction

Given the large number of tests (141 features × 149 loss bins = 21,009 tests), we applied
Benjamini-Hochberg false discovery rate (FDR) correction (Benjamini and Hochberg, 1995)
with a significance threshold of Q < 0.05.

2.4.5 Association Rule Metrics

For significant associations, we calculated:

• Confidence: P (Loss|Feature) = a/(a+ b)

• Lift: P (Loss|Feature)
P (Loss) = a·n

(a+b)(a+c)

• Odds Ratio: a·d
b·c

Rules were retained if Q < 0.05 and odds ratio > 3.0.

2.4.6 Trivial Loss Filtering

To focus on “dark” rules not covered by standard references, we excluded trivial neutral losses
< 19 Da (capturing H2O at 18.01 Da and NH3 at 17.03 Da).

2.5 Network Analysis

2.5.1 Bipartite Network Construction

A bipartite network was constructed with two node types:

• Substructure nodes: MACCS Key indices (96 nodes)

• Neutral loss nodes: Binned loss values (136 nodes)

Edges connect substructures to their associated losses, weighted by the lift value.

2.5.2 Community Detection

The Louvain algorithm (Blondel et al., 2008) was applied to detect communities of related
fragmentation patterns. Modularity was calculated as:

Q =
1

2m

∑
ij

[
Aij −

kikj
2m

]
δ(ci, cj) (4)

where Aij is the adjacency matrix, ki is the degree of node i, m is the total edge weight, and
δ(ci, cj) is 1 if nodes i and j are in the same community.
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2.6 Validation Strategy

2.6.1 Train-Test Split

The dataset was split 80/20 into discovery (1,014 spectra) and validation (253 spectra) sets using
stratified sampling to maintain compound class distribution.

2.6.2 Prediction Evaluation

For validation spectra, we predicted neutral losses based on molecular substructures and com-
pared against observed losses. Metrics included:

• Precision: TP/(TP + FP )

• Recall: TP/(TP + FN)

• F1-score: 2× Precision×Recall
Precision+Recall

A baseline model predicted the most common neutral losses across the dataset regardless of
structure.

3 Results

3.1 Data Acquisition and Fragmentation Simulation

3.1.1 Dataset Characteristics

From the GNPS NIH Natural Products Library, we obtained 1,267 high-quality MS/MS
spectra with validated structure annotations. The dataset encompasses diverse natural product
classes with molecular weights ranging from 150 to 1200 Da.

3.1.2 Fragmentation Coverage

The combinatorial fragmentation simulation generated 51,241 theoretical fragments across
all compounds. Peak matching identified 6,381 experimental peaks that could be assigned to
specific structural origins, representing a match rate of approximately 12% of theoretical possibil-
ities. The average spectral intensity explained by matched fragments was 4.8%, consistent with
the expectation that simple bond cleavage captures only a fraction of complex fragmentation
pathways.

From matched fragments, we extracted 8,186 neutral loss events spanning masses from
19 Da to 400 Da.

3.2 Statistical Discovery of Fragmentation Rules

3.2.1 Association Rule Mining Results

Statistical analysis of 21,009 substructure-loss combinations (141 active MACCS features × 149
neutral loss bins) identified 1,541 FDR-corrected significant rules (Q < 0.05, odds ratio
> 3.0) after excluding trivial losses.

3.2.2 Rule Statistics Summary

The discovered rules exhibit a wide range of statistical properties (Table 1):
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Table 1: Summary statistics for discovered fragmentation rules.

Metric Min Max Mean Median

Confidence 0.017 0.929 0.089 0.064
Lift 1.11 52.82 8.43 5.67
Q-value < 10−6 0.05 0.012 0.004

3.2.3 Top-Ranked Fragmentation Rules

The highest-confidence rules (Table 2) reveal specific substructure-loss associations with strong
statistical support:

Table 2: Top 10 fragmentation rules ranked by confidence. MACCS Key indices corre-
spond to standard structural fingerprint definitions.

Rank Substructure Loss (Da) Confidence Lift Q-value

1 MACCS_23 100.06 92.9% 52.8× < 10−6

2 MACCS_22 113.04 50.0% 20.1× < 10−6

3 MACCS_38 84.06 50.0% 16.1× 0.008
4 MACCS_47 247.08 47.4% 45.8× < 10−6

5 MACCS_73 247.08 45.0% 43.5× < 10−6

6 MACCS_46 99.06 40.0% 21.5× 0.033
7 MACCS_84 168.10 37.7% 15.9× < 10−6

8 MACCS_22 97.06 37.5% 33.0× < 10−6

9 MACCS_22 85.06 37.5% 13.9× < 10−4

10 MACCS_103 239.04 36.0% 19.3× < 10−6

3.2.4 Substructure and Loss Coverage

The discovered rules span 96 unique MACCS Key substructures and 136 distinct neutral
losses (the Supplementary Materials). The most frequently implicated substructures include
aromatic systems, oxygen-containing heterocycles, and nitrogen functionalities. Common neu-
tral losses include 140.08 Da (49 rules), 148.06 Da (49 rules), 44.00 Da (84 rules), and 230.10 Da
(31 rules).

3.3 Network Analysis of Fragmentation Relationships

3.3.1 Network Topology

The fragmentation rule network comprises 232 nodes (96 substructures + 136 losses) connected
by 1,541 edges (Figure 2). Key topological metrics are:

• Network density: 0.058

• Average degree: 13.3

• Maximum degree: 47

• Connected components: 1 (fully connected)
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Figure 2: Network visualization of fragmentation rules. Bipartite network showing re-
lationships between molecular substructures (MACCS Keys) and neutral losses. Node colors
indicate community membership detected by the Louvain algorithm. Edge weights correspond
to lift values. Nine distinct fragmentation families are evident as community clusters.

3.3.2 Community Structure

The Louvain algorithm identified 9 distinct communities (fragmentation families) with an
overall modularity of 0.486, indicating strong community structure (Table 3). This modularity
value exceeds the 0.3 threshold typically considered indicative of significant modular organization
(Newman, 2006).

Table 3: Community sizes in the fragmentation network.

Community Nodes Percentage

Community 4 88 37.9%
Community 7 42 18.1%
Community 6 36 15.5%
Community 3 25 10.8%
Community 0 18 7.8%
Community 2 9 3.9%
Community 5 8 3.4%
Community 1 4 1.7%
Community 8 2 0.9%
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3.3.3 Interpretation of Fragmentation Families

The community structure suggests that certain substructures tend to produce related sets of
neutral losses, likely reflecting shared mechanistic pathways. The largest community (Commu-
nity 4, 88 nodes) encompasses diverse aromatic systems and their associated losses, while smaller
communities appear to capture more specialized fragmentation behaviors.

3.4 Validation Results

3.4.1 Predictive Performance

The discovered rules were evaluated on the held-out validation set of 253 spectra (Table 4):

Table 4: Validation metrics comparing baseline and rule-based prediction.

Model Precision Recall F1-Score

Baseline (frequency-based) 2.56% 2.37% 2.03%
Rule-Based (Dark Rules) 2.50% 40.01% 4.68%

Improvement −1.7% +1589% +127%

3.4.2 Interpretation of Validation Results

The rule-based predictor achieved a 127% improvement in F1-score over the baseline model.
While precision remained low (reflecting the inherent challenge of predicting which of many
possible losses will occur), recall improved dramatically by over 15-fold, indicating that the
discovered rules successfully capture genuine fragmentation patterns in unseen data.

The relatively low absolute precision values reflect the complexity of MS/MS fragmentation:
a molecule containing multiple substructures may exhibit only a subset of the predicted losses
depending on collision energy, ion internal energy distribution, and kinetic factors.

3.5 FragmentationRulePredictor Tool

We developed the FragmentationRulePredictor, a Python class that applies the discovered
rules to predict neutral losses for novel compounds:

Listing 1: Example usage of the FragmentationRulePredictor tool.
1 from workflow.rule_application_tool import FragmentationRulePredictor
2

3 # Initialize predictor with rule compendium
4 predictor = FragmentationRulePredictor(
5 ’results/fragmentation_rule_compendium.csv’
6 )
7

8 # Predict neutral losses for caffeine
9 smiles = ’CN1C=NC2=C1C(=O)N(C(=O)N2C)C’

10 predictions = predictor.predict_losses(
11 smiles ,
12 min_confidence =0.3
13 )
14

15 # Example output:
16 # Loss: 84.06 Da, Confidence: 50.0%, Lift: 16.1x

The tool accepts any valid SMILES string, computes its MACCS Key fingerprint, and returns
applicable fragmentation rules sorted by confidence and lift.
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4 Discussion

4.1 Chemical Significance of Discovered “Dark Rules”

Our systematic mining of structure-spectrum relationships has revealed 1,541 statistically sig-
nificant fragmentation rules that were previously undocumented. These “dark rules” represent
patterns in gas-phase ion chemistry that are reproducible across multiple compounds but were
not captured in classical fragmentation references (McLafferty and Tureček, 1993).

4.1.1 High-Confidence Rules

The highest-confidence rules (confidence > 40%) represent reliable predictors of fragmentation
behavior. For example, the top rule (MACCS_23 → 100.06 Da loss, 92.9% confidence, 52.8×
lift) indicates that a specific substructure pattern consistently loses a mass corresponding to a
C5H8O2 moiety. Such high-confidence associations likely reflect stable rearrangements or loss of
characteristic substituents.

4.1.2 Novel Neutral Losses

Many discovered losses (e.g., 247.08 Da, 239.04 Da, 168.10 Da) are substantially larger than clas-
sical textbook losses and likely represent complex multi-step processes or loss of large functional
groups characteristic of natural products. The prevalence of these larger losses in our natural
product dataset underscores the need to expand fragmentation knowledge beyond small-molecule
paradigms.

4.1.3 Context-Dependent Fragmentation

The discovery that the same neutral loss can arise from different substructure contexts (and vice
versa) highlights the importance of structural specificity in fragmentation prediction. Our rules
capture this context-dependence through the association of specific MACCS Keys with specific
losses, enabling more precise predictions than generic loss tables.

4.2 Fragmentation Families and Mechanistic Implications

The network analysis revealed nine distinct fragmentation families with strong modularity
(0.486). This community structure suggests that fragmentation pathways are not randomly
distributed but rather cluster into mechanistically related groups. Several hypotheses explain
this observation:

1. Shared functional groups: Substructures within a community may share common func-
tional groups that undergo similar fragmentation mechanisms.

2. Common scaffolds: Natural product families (e.g., flavonoids, alkaloids) may fragment
through characteristic pathways reflecting their biosynthetic origins.

3. Electronic effects: Substructures with similar electronic properties (electron-rich vs.
electron-poor) may direct fragmentation through analogous mechanisms.

Future work will involve detailed mechanistic analysis of each community to elucidate the
underlying chemistry.
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4.3 Comparison with Existing Approaches

Our approach differs from and complements existing MS/MS prediction methods:

• vs. CFM-ID/MetFrag: These tools use systematic fragmentation enumeration but do
not incorporate empirical statistical patterns. Our rules capture associations that may
involve rearrangements not predicted by systematic bond cleavage.

• vs. Machine Learning (ICEBERG, etc.): While ML models achieve high prediction
accuracy, they often lack interpretability (Allen et al., 2023). Our rules are explicitly tied
to structural features and can be chemically interpreted.

• vs. Molecular Networking: GNPS molecular networking (Nothias et al., 2020) groups
spectra by similarity but does not extract structure-specific fragmentation rules. Our
approach provides mechanistic insight at the substructure level.

4.4 Practical Applications

The discovered rules and FragmentationRulePredictor tool have several practical applications:

1. Spectral annotation: Predict expected fragments for candidate structures to support
identification.

2. Structure elucidation: Infer substructures from observed neutral losses in unknown
compound spectra.

3. Database expansion: Generate predicted spectra for compounds lacking experimental
data.

4. Quality control: Identify unexpected peaks that may indicate impurities or structural
modifications.

4.5 Limitations and Future Directions

4.5.1 Current Limitations

Several limitations should be acknowledged:

1. Low spectral intensity explanation: Simple bond cleavage explains only 4.8% of spec-
tral intensity, indicating that most fragmentation involves complex rearrangements not
captured by our simulation.

2. Feature granularity: MACCS Keys are relatively coarse structural descriptors. More
detailed fingerprints (ECFP, FCFP) might reveal finer-grained patterns.

3. Dataset scope: Rules were derived from 1,267 natural product spectra. Generalization
to synthetic compounds and other compound classes requires validation.

4. Ionization mode: Only positive-ion [M+H]+ mode was analyzed. Negative mode and
alternative adducts may exhibit different fragmentation.
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4.5.2 Future Enhancements

Future work will address these limitations through:

1. Advanced fragmentation models: Incorporate rearrangement pathways, radical mech-
anisms, and multi-step losses.

2. Expanded datasets: Include MassBank (Horai et al., 2010) and additional GNPS li-
braries to improve coverage and generalization.

3. Fine-grained features: Test extended connectivity fingerprints and functional group
descriptors.

4. Machine learning integration: Use discovered rules as features for neural network
training.

5. Web deployment: Develop a web interface for community access to the prediction tool.

5 Conclusions

We have presented a systematic computational framework for discovering undocumented frag-
mentation rules in tandem mass spectrometry. By mining structure-spectrum relationships
across 1,267 MS/MS spectra from the GNPS NIH Natural Products Library, we identified 1,541
statistically significant fragmentation rules with FDR-corrected confidence. These rules
span 96 unique substructures and 136 neutral losses, with confidence values up to 92.9% and
enrichment factors up to 52.8-fold.

Network analysis revealed nine distinct fragmentation families, suggesting mechanistically
related groups of fragmentation pathways. Validation on held-out spectra demonstrated a 127%
improvement in prediction F1-score, confirming that the discovered rules capture genuine chem-
ical patterns.

The FragmentationRulePredictor tool enables practical application of these discoveries for
spectral annotation and structure elucidation. This work establishes a data-driven approach
to codifying the empirical chemistry of gas-phase ion fragmentation—revealing the “dark rules”
that textbooks do not cover.

Data and Code Availability

The Fragmentation Rule Compendium (1,541 rules in CSV format), network visualization files,
and FragmentationRulePredictor source code are available in the project repository. Raw
spectral data were obtained from GNPS (https://gnps.ucsd.edu).
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